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CONTENT AND FORMS OF SOCIAL WORK WITH THE FAMILIES OF MILITARY PERSONNEL

Maryna Solianyk, Candidate of Pedagogical Sciences, Assistant Professor at Department of
Social Education and Social Work Dragomanov Ukrainian State University, Kyiv, Ukraine, e-mail:
m.h.solyanyk@npu.edu.ua

Yuliia Skydan, social teacher of Malyn Lyceum No. 6, Malyn, Ukraine, e-mail: uskydan7@ukr.net

The review article is devoted to highlighting the results of scientific research on finding out the content
and forms of social work with the families of military personnel, because it is this category of people today that
faces many difficulties and therefore needs special social, psychological and pedagogical support. Social work
with the families of military personnel is an important area of social work, as it is aimed at support and assistance
in solving problems that arise in the families of military personnel as a result of their service. As a result of the
search, it was found out that the main problems and needs of families of military personnel determine the content
of social work with this category of clients and include: post-traumatic stress syndrome; economic difficulties;
problems in family relationships; medical and psychological assistance; access to education and professional
training, etc. The key goal of social work with family members of military personnel is comprehensive support of
their well-being, providing access to various services and resources aimed at improving the quality of life. Each
family of a military man has its own unique needs, so approaches to the use of various forms of social work
should be individual. The main forms of support for the mental and social well-being of family members of military
personnel include psychological support (various types of psychological therapy, counseling, training in coping
and self-regulation, development of communication skills, psychological work with traumatic experiences) and
social support (provision of information and resources, social services , support programs, legal advice, creation
of communities for communication).

The perspective of further research on the topic of the article is a further theoretical and empirical study
of the achievements of domestic and foreign scientists and the substantiation of the scientific foundations of
social work with the families of those military servicemen who took part in the armed military conflict.

Keywords: military personnel, families of military personnel, post-traumatic stress syndrome,
psychosocial support, forms of work.
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DEEPFAKES AS A PROBLEM OF MODERNITY:
A BRIEF OVERVIEW AND CURRENT STATE
The article delves into the impact and utilization of generative images, commonly known as "deepfakes,"
in the context of the rapid advancements in artificial intelligence (Al) technologies. Deepfake technology, relying
on Al-enabled techniques, manipulates photos and videos to create hyper-realistic visual content, presenting
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potential threats to various aspects of society, from political manipulation to misinformation dissemination. As
digitalization increasingly pervades modern life, the rise of deepfake technology raises the urgency for
developing critical thinking methodologies to discern the authenticity of media and news. This article examines
global awareness of deepfakes, concerns about their misuse, and the ability of individuals to identify them. It
emphasizes the importance of media literacy, public awareness, and fact-checking efforts to combat the
challenges posed by synthetic media content. The study demonstrates that deepfakes have the potential to
erode trust in visual and auditory perceptions, highlighting the need for collaborative efforts to enhance digital
literacy and discernment in an era characterized by digital disinformation and information warfare. The findings
underscore the pressing concern posed by deepfakes and call for action to address this issue.

Key words: Deepfake Technology, Artificial Intelligence, Generative Images, Misinformation, Media
Literacy, Critical Thinking, Digitalization, Information Warfare, Public Awareness, Synthetic Media Content.

Introduction. Modernity is marked by the
widespread digitalization of nearly all aspects of
public life. This article particularly delves into the
impact and utilization of generative images,
commonly known as "deep fakes," in the context of
the rapid advancements in artificial intelligence
technologies.

Deepfake Technology or “deepfakes’are
manipulated photo or videos, which rely on artificial
intelligence (Al) - enabled technologies to splice the
likeness of someone onto the face of another person
(Chemerys, 2024b).

The continuous evolution of information and
computer technologies has brought about significant
changes in the media landscape. Modern computer
graphics tools are increasingly being used for
creating photorealistic images and modeling objects
for virtual and augmented reality.

Furthermore, neural networks are used for
generating realistic images, from common photo
editing practices to content generated by artificial
intelligence, such as NeuroArt, CheepFake,
DeepFake, DeepNude, CryptoArt, anamorphic Virtual
Performances, and Face Swapping, etc.

Technological advancements have simplified
the creation of visual content through "Deepfake"
technology, allowing for hyper-realistic  visual
manipulation, including face swaps that leave no
discernible traces of alteration. Deepfake technology
has the potential to create humorous, pornographic,
or politically manipulated videos without the subject's
consent. It is particularly dangerous as it can be used
for political sabotage, fake video evidence in legal
proceedings, terrorist propaganda, blackmail, market
manipulation, and the dissemination of fake news.

In the optimal situation, it might result in a
humorous exchange among friends. However, in the
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most undesirable circumstance, individuals might
misattribute your identity to another person or
fabricate content depicting you engaging in actions or
making statements you haven't actually made. The
risk of generating misinformation, infringing on
someone's privacy, or accessing sensitive
information is higher now than ever before
(Chemerys, 2024b).

The increasing popularity of video content
highlights the necessity to develop techniques that
will form critical thinking, enabling individuals to
determine the authenticity of media and news. To
combat the challenges posed by misinformation,
public awareness, media literacy, and fact-checking
efforts are of utmost importance. Due to the
psychological characteristics of an individual, trust is
instilled after seeing something with one's own eyes,
providing a foundation for the manipulation of
consciousness through the dissemination of
misinformation via synthetically reproduced media
content using Deepfake technology and other
methods.

While the issue of deepfakes isn't novel,
the accessibility and sophistication of the tools
required to produce them are rapidly increasing.
Ultimately, deepfakes pose a significant threat
because they erode our trust in visual and auditory
information.

However, the most harmful applications of
deepfake technology are likely to originate from
Advanced Persistent Threats. These entities can
utilize deepfakes to create convincing videos and
images that manipulate public opinion, as exemplified
by Russia's dissemination of deepfake footage
featuring Ukrainian President Volodymyr Zelenskyy in
March 2022. The emergence of deepfake videos
involving Zelenskyy may only represent a fraction of



\WOHA,
o SR

K
|EE

K
$
s
£
°]
g
.
%
%
R
N
©
*201503A"

% @
%57 o gupd?

K]

HaykoBwit )xypHan XopTuLbKOT HaLioHanbHOI akageMii.
Scientific Journal of Khortytsia National Academy (Cepisi: Megarorika. CouianbHa po6oTa)
Bunyck 1(10)2024 https://doi.org/10.51706/2707-3076-2024-10

the broader information warfare tactics employed
(Chemerys, 2024b) (Fig. 1).

X

A deepfake of Ukrainian President Volodymyr Zelensky
calling on his soldiers to lay down their weapons was
reportedly uploaded to a hacked Ukrainian news website
today, per @Shayan86

5:53 PM - Mar 16, 2022

@ 799 @ Reply (2 Copy link to post

Read 145 replies

Europe

Deepfake footage purports to show
Ukrainian president capitulating

By James Pearson and Natalia Zinets
March 17, 2022 2:16 PM GMT+2 - Updated 2 years ago

World ~  Buslness~  Markels ++ Sustalnabllity ~  Legal ~  Breakingviews More v
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LONDON/LVIV, Ukraine, March 16 (Reuters) - A poorly edited video purporting to show Ukrainian
President Volodymyr Zelenskiy publicly capitulating to Russian demands drew widespread ridicule on

Wednesday, but experts said it could be a harbinger of more sophisticated deceptions to come.

The video appeared to show an ashen-faced Zelenskiy speaking from the presidential lectern and urging

his countrymen to down their weapons in the face of Russian invaders.

Figure 1. Deepfake footage of Ukrainian President Volodymyr Zeklenskyy

Analysis of recent research and
publications. In recent years, the proliferation of fake
news has emerged as a grave threat to public discourse,
human society, education and democracy (Borges et
al., 2019, p. 4; Qayyumetal., 2019, p. 16, Chemerys et
al., 2021ab; Chemerys & Ponomarenko, 2023;
Chemerys et al., 2022ab). Fake news denotes
fabricated news-style content created with the intent to
mislead the public (Aldwairi & Alwahedi, 2018; Jang et
al., 2018). This false information spreads through social
networks, transcending geographical boundaries and
potentially impacting millions of users (Figueira &
Oliveira, 2017). The increasing popularity of video
content underscores the necessity for developing
techniques aimed at fostering critical thinking among the
public to ascertain the authenticity of media and news,
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given that new technologies enable highly convincing
manipulation of visual information (Anderson, 2018). We
presently find ourselves in an age marked by digital
disinformation and information warfare, with the
orchestration of fake information campaigns designed to
influence public opinion (Anderson, 2018; Qayyum et
al., 2019; Zannettou et al., 2019). The recent progress
in technology has made it easier to generate visual
content through the utilization of "Deepfake" technology.
This has led to the development of hyperrealistic visuals
achieved through seamless face swaps, leaving behind
hardly any noticeable signs of manipulation (Chawla,
2019, p. 4-5; Maras & Alexandrou, 2019, p. 256).
Deepfake technology has the potential to produce
various types of content, such as humor, pornography,
or political videos, wherein individuals appear to say
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things without their consent, their images and voices
being manipulated (Day, 2019, p. 108; Fletcher, 2018,
p. 455-456). Notably, Deepfake technology poses a
significant danger due to its capacity to generate
counterfeit visual content for purposes including political
sabotage, fabricating video evidence for legal
proceedings, disseminating terrorist propaganda,
enabling blackmail, manipulating financial markets, and
propagating fake news (Maras & Alexandrou, 2019).
To enhance the battle against misinformation,
the European Commission is focusing on revising the
Code of Practice on Disinformation within the framework
of the future Digital Services Act, aiming to adjust
regulations and obligations for internet platforms. The
objective is to introduce measures that heighten the
accountability of media outlets and beneficiaries of
information campaigns for the propagation of
misinformation. The urgency of this issue is
underscored by numerous normative and legislative
documents aimed at regulating actions to uphold
national information security and the right to access
reliable information. The key principles for advancing
information,  telecommunications, and  media
technologies in Ukraine are outlined in the Strategy for
the Development of the Information Society in Ukraine
(2013). In response to hybrid threats and misinformation
dissemination, Ukraine has ratified and implemented the
Cyber Security Strategy for 2021-2025, titled "Safe
Cyberspace - the Key to Successful Development of
the Country," along with the National Security Strategy
of Ukraine and the Law of Ukraine "On National
Security" (2018). Specifically, on July 15, 2021,
Ukrainian state authorities engaged in discussions with
foreign delegations to the OSCE on combating
misinformation and enhancing information security. This
dialogue analyzed global best practices in safeguarding
society against the detrimental impacts of
misinformation and other hybrid tactics. Notably, several
foreign frameworks have been developed, including the

Code of Practice Regarding Disinformation of the
European Union (2018), and the European Commission
has endorsed a "Joint Framework on Counter-Hybrid
Response" as part of the European Union's response
(2016).

Objective: The objective of this study is to
investigate the current state and challenges associated
with Deepfakes, and to present the outcomes of the
research along with the effectiveness of implementing a
methodology for fostering critical thinking among
citizens.

Methods: To achieve the outlined objectives,
this study employed a comprehensive approach,
utilizing general methodologies such as systematic,
instrumental, and functional approaches, as well as
dialectical and comparative analysis, synthesis, and
systematization for examining pedagogical, scientific,
technical, and methodological literature. General-logical
methods including extrapolation, induction, and
deduction were employed to formulate conclusions.
Static methods of scientific research were utilized to
evaluate the current state of the Deepfakes issue,
assess the practical outcomes of the developed
methodology for cultivating critical thinking, identify
priorities for enhancing education within the framework
of strategies aimed at promoting media literacy and
critical thinking among the populace and scholars, and
provide a scientific characterization of its potential.

The results of research. Deepfakes have
been a longstanding issue, but the tools required for
their creation are increasingly accessible and
sophisticated. In the end, deepfakes pose a significant
danger as they erode our ability to have confidence in
our visual and auditory perceptions. A brief analysis of
the search terms related to deepfakes highlights a
concerning emphasis on the available creation tools.
Google Trends indicates a consistent worldwide
increase in searches for "deepfake," with a notable
surge since the start of 2022 (Fig. 2).

deeppfake makel

|'.—i—'.ﬁ dKe api

Figure 2. Google Trends dynamics
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The count of academic papers focusing on
Deepfake research categorized by publication year,
and the number of publications within each studied
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Number of articles

category by year, extracted from Google Scholar
(Masood et al., 2023) are shown on the next figure

(Fig. 3).
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Figure 3. Google Scholar dynamics

As the media landscape expands with the
proliferation of generative images and Al's growing
influence, it becomes imperative to engage
individuals and experts from diverse backgrounds in
steering this technology towards avenues that

Discover v Monitor

" Cae Bias and Faimessin Al
Generative Al . 9 O Algorithms

Al for What
Purpose?

Al and the Future!
of Jobs

Artificial
Intelligence

Al, Diversity, and Can Al Overcome
Inclusion its Limitations?

Operationalizing ) “The Geoppolitical
Responsible Al . Impacts of AT

augment human capabilites and yield positive
results. This approach, endorsed by the World
Economic Forum's Expert Network, is crucial for
shaping the trajectory of technological advancement
(Fig. 4).

WORLD
ECONOMIC
FORUM

Artificial Intelligence: Generative Al*
Curation: Desautels Faculty of Management, McGill University

Generative Al is a type of artificial intelligence that creates new
content based on patterns and data it has learned from

Hide Panel -

Figure 4. Media landscape of generative images and influence and impact
of Al spread by the World Economic Forum'’s Expert Network
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The iProov company's global research (IProov)
indicates a significant increase in the percentage of
people who are familiar with the concept of deepfakes
since the last survey. In 2019, only 13% acknowledged
awareness of deepfakes, whereas in 2022, this figure
has more than doubled to 29%. Nevertheless, a
substantial 71% of respondents worldwide still have no
knowledge of what deepfakes are. Approximately one-
third of global consumers claim to be informed about
deepfakes. Notably, Mexico and the UK exhibit the
highest familiarity with deepfakes, with 40% of Mexican
respondents and 32% of UK respondents stating their
awareness. Conversely, Spain and Germany appear to
be the least informed, as 75% of respondents in both
countries answered negatively. While it's encouraging
that awareness of the deepfake threat is on the rise, it

Do you know what a deepfake video is?
Global &) I
ey
us £ I
Canada ()
Austraia o) I
spain i I
taly ()

remains concerning thatin 2022, only 29% of people are
cognizant of the issue (Fig. 5b).

To understand the current situation in Ukraine,
we decided to launch a similar research in 2022-2023 in
Ukraine and compare its data to our results, and discuss
solutions to the growing threat. At the current stage, we
compare answers of 124 respondents from the
Zaporizhzhia region and 34 respondents from Poltava
region. We asked the following question: “Do you know
what a deepfake is?” Results were the following: 25%
replied «Yesy, for 35% of respondents it was difficult to
answer, and other do not know what deepfake is. So,
deepfakes have significant potential for misuse and
fraud and if people don’t know what they are, they are
less likely to be prepared to identify them when they are
being spoofed (Fig. 5b).

e Dol Lo arewas

Figure 5. Research of people who know what a deepfake is. a) percentage
of iProov company worldwide research; b) current situation in Ukraine

In accordance with iProov's worldwide
research, 57% of respondents from around the world
believe they have the ability to identify a deepfake,
representing an increase from 37% in 2019.
Conversely, 43% acknowledge that they would
struggle to distinguish between a genuine video and
a deepfake. This suggests that while 57% of global
respondents express confidence in their ability to
detect deepfakes, 43% admit to their inability to
differentiate between real videos and deepfakes. It's
noteworthy that respondents from Mexico exhibit the
highest level of confidence, with 82% expressing their
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belief in their capacity to discern a deepfake from a
genuine video. On the other hand, respondents from
Germany display the lowest level of confidence, as
57% state their inability to differentiate between the
two (Fig. 6a).

In Ukraine 35% say, that it was difficult for
them to recognize deepfake, and 55% say that they
cannot recognize them at all. This is concerning,
because the truth is that sophisticated deepfakes can
be indistinguishable to the human eye. If we are over-
confident in our ability to spot deepfakes, then we are
more at risk of being fooled by one (Fig. 6b).
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Figure 6. Research of people who believe they have the ability to identify a deepfake. a) percentage of
iProov company worldwide research; b) current situation in Ukraine

In the global research conducted by iProov,
respondents were asked about their primary
concerns regarding the potential misuse of
deepfakes. The most prevalent worry worldwide is the
"theft of my identity to access my bank and other
accounts," which was selected by 50% of
respondents. In joint second place, with 48% of
respondents selecting each, there were concerns
about "being misled into believing something untrue”
and "identity theft for credit cards or bank accounts in
my name." Only 13% of global respondents
expressed no apprehension regarding deepfakes.

The concerns surrounding deepfakes vary
significantly among people.
Remarkably, the overall data closely

resembles data that was collected in 2019. In 2019,
58% of respondents shared the view that deepfakes
represented a growing concern— a statistic that
remained the same in 2022. This suggests that

consumers are rightfully anxious about the erosion of
trust online.

Consider a scenario where you are recorded
saying or doing something highly improbable for you.
Now, envision this convincing video being shown to your
friends, family, or employer. It's easy to see the potential
for malicious exploitation. It's important to note that not
all deepfakes are malicious or harmful; many are
created for social sharing and entertainment purposes.
Nevertheless, they have also been misused in hoaxes,
revenge porn, and, increasingly, in fraudulent activities
and impersonation.

According to the report by Recorded Future,
criminals are willing to pay approximately $16,000 for
the production of high-quality deepfakes. These
deepfakes can then be used to execute sophisticated
social engineering attacks, yielding substantial
profits. As deepfake capabilites become more
accessible, the issue is expected to worsen over time.

(e )
Globa\ Canada

@ Convincing others | said somethlng I didn't
Damaging my reputation

@ Theft of my identity to steal money from people
I know

@ Theft of my identity to set up credit cards or bank
accounts in my name

Austra\ ia

) (=)

Spa n Italy Germany Mexico

@® Theft of my identity to access my bank and other accounts
@ Being led to believe something that isn't true

@ | am not concerned by deepfakes

Figure 7. Research of Scares People About Deepfakes
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The fundamental difficulty of identifying the
fears of Ukrainians was the presence of the main fear -
the fear of the ongoing war. Therefore, the objectivity
of the survey results is complicated. We are currently
in an era characterized by digital disinformation and
information  warfare, where fake information
campaigns aim to manipulate public opinion. False
information spreads rapidly through social networks
and can affect millions of users across borders.

The concern about the public's trust in visual
content has motivated to the development of critical
thinking skills to protect the people from misinformation
in visual media. Fostering a suitable level of critical
thinking is crucial to ensuring society's resilience
against cyberthreats and counteracting the negative
impact of misinformation on Ukraine's sustainable
development.

Even high-quality deepfakes used in the film
industry and advertising still lack naturalness or
realism. The slightest unnaturalness in the appearance
and behaviour of the object causes anxiety and dislike
in viewers - this is the so-called uncanny valley effect.
Therefore, when analyzing a suspicious video, you
should pay attention to the main object of overlay - the
face.

To create the methodological materials, we
conducted a thorough study of existing markers of
image tampering. Deepfake can give away a lot of
signs, for example excessive pixelisation, defects,
fuzzy and blurred image, duplication of elements;
blurry outlines; notice the flickering of the face (one of
the obvious things, since some of these videos still look
unnatural - this applies to the transitions between the
face, neck and hair, which are not always organically
combined with each other); unnatural facial
expressions, especially when blinking, eyebrow and lip
movements; pay attention to the fuzzy inside of the
mouth (artificial intelligence is still learning to display
the oral cavity correctly, which may result in poor clarity
of the image of teeth or tongue during a conversation);

detect blinks (most software cannot reproduce a
normal human blink so far); low video quality, which is
often used to hide incorrect neural network operation;
or vice versa high quality with unnaturally perfect hair
and skin; differences in body type, physique, hairstyle
and voice from the original; in the most popular
solutions only the face is replaced, so it is possible to
notice the boundary of the face overlay, differences in
shadows, lighting and skin tone. It is particulary
important to pay attention to the face and body (most
of these fakes are face replacements, as body
replacements require much more effort, hence - if the
skin colour of the face, features do not match the body
structure - itis also probably a fake video); consider the
length of the video (although deep faking technologies
are easy to use, they still require a labor-intensive
process of developing and training artificial
intelligence, which is why most quality fakes are
several seconds long. Hence, if you see such a short
cut, but there is no obvious reason to shorten it, it may
also indicate that the video is fake); pay attention to the
sound of the recording (fake videos often replace only
the image, so poor synchronization of the speaker's lip
movements with the sound may indicate falsity);
recognize details at a slower playback speed (by
reducing the speed by 50%, it is easier to observe
background differences or changes in the picture).

At the current stage, we compare answers of
124 respondents from the Zaporizhzhia region and 34
respondents from Poltava region. Our target audience
was students majoring in Higher Education Pedagogy
(as this speciality is a "lifelong learning" speciality,
which gave us a diverse age group). Also, relatives and
friends of students were involved in the study.
However, in the next step, we plan to significantly
expand the geography by involving respondents from
other regions of the country in the experiment. In this
table you can see the results of Definition stage of
effectiveness experiment and Forming stage of
effectiveness experiment.

Table 1. Definition and forming stage of pedagogical experiment

The level of of Critical Thinking
Scale of Unsatisfactory Satisfactory Good Excellent
measurement of level of | 0-59 points 60-74 points 75-89 points 90-100 points
progress
1-st checkpoint 51,0% 30,5% 15,5% 4,0%
2-nd checkpoint 17,5% 60,5% 15,5% 6,5%
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The methodology of the experiment included
several stages, namely:

Incoming testing (1st checkpoint).
Analysing the test results before implementing the
developed methodology. Assessment of the level of
critical thinking of the experiment participants at the
initial stage.

Implementation of the methodology.
Conducting training sessions with the participants of
the experiment on methods of detecting synthetically
reproduced or modified visual content. Rationale for
developing an educational methodology of critical
thinking and pedagogical support to counteract
disinformation and manipulation of artificially
reproduced media content are described in our
research (Chemerys, 2024a).

Retesting (2nd checkpoint). After the training
sessions are completed, the respondents are retested
using the same algorithm to assess the effectiveness of
the methodology for improving critical thinking.

Respondents were tested using test
materials containing both synthetically created and
authentic visual content (photos and videos) to
determine their ability to detect manipulation in
images and videos, and points are awarded based on
their success in detecting modified or synthetically
reproduced media content. The results of both tests
are compared, conclusions and recommendations
are made on their basis in order to improve the level
of critical thinking in identifying synthetic visual
content in future.

Conclusions and prospects for further
research. The research highlights the widespread
digitization of modern life and the growing impact of
generative images, known as "deepfakes", in the

context of advancing Al technologies. The research
underscores the urgent need for developing critical
thinking methodologies to mitigate the influence of
"deepfake" technology. "Deepfake" technology relies
on Al-enabled techniques to manipulate photos and
videos, creating realistic content with the potential for
misuse, posing threats ranging from political
sabotage to misinformation dissemination. In the face
of the increasing popularity of video content, the
importance of media literacy, public awareness, and
fact-checking efforts becomes evident to combat the
challenges posed by synthetic media content. These
findings reveal that "deepfakes" present a pressing
concern, and addressing this issue requires
collaborative efforts and education to enhance digital
literacy and discernment. To the future research
steps we provide the comparison of results of the first
and second checkpoints of respondents knowledge.
The comparison of indicators of individual progress of
respondents is liable to statistic processing, namely:
the number of received points of experimental group
during the first and second checkpoints of the
experiment. We are also planning to analyze data
with the help of calculation of dispersion and with
methods of mathematic statistics, using Student's t-
test. In conclusion, we would like to say that a positive
result of the implementation of the critical thinking
methodology is not the identification of deepfakes, but
the position of "trust no one".

Funding: The work is performed within the
CEFRES research, UAR 3138 CNRS-MEAE
Research topic "Development of Methodology of
Critical Thinking and Pedagogical Support to
Counteract Disinformation and Manipulation of
Artificially Reproduced Media Content".
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AINGENKM AK NPOBNIEMA CYYACHOCTI:
KOPOTKWIA ornan

laHHa KOpiisHa Yemepuc, dokmopka ¢hinocodpii y 2any3i nedazoeiku, doueHmka, 3agidyeayka
kaghedpu OQu3saliHy, 3anopisbkull HayioHanbHuUl yHieepcumem, 3anopikxs, YkpaiHa, e-mail:
Anyta.Chemeris@gmail.com

Y Haykosili cmammi npogodumbCs aHani3 enugy ma po32nsid 8UKOPUCMAHHA 2eHepamugHUX
306paxeHb, ei0omMux sk «dingpeliku», y KOHMeKCMi CMmpIiMKo20 PO38UMKY mMeXHOM02ill Wmy4YyHo20
iHmenekmy (LUI). Bidmivaembcs, wo mexHonoeis dingelkis, wo 6asyemscsi Ha Memooax Wmy4yHo20
iHmenekmy, 00380/15i€ MaHinynweamu gomoepaghiamu ma gideo 01151 CMBOPEHHS 2ineppeanicmuyHo20
g8i3yanbH020 KOHMEHMY, W0 CMBOPKE NOMEHUIUHI 3a2po3u 0515 Pi3HUX cghep cycnifibHo20 Xumms — 6i0
noMIMUYHUX MaHinynsauiti ma peknamu 00 nowupeHHs 0esiHghopmauii ma nopyweHHs ocobucmoi
npusamHocmi. B ymogax nocmiliHoi di0x)umani3auii cycninbcmea, po3eumoK mexHosnoeill enubokux
¢elikie nocumoe HeobxiOHicmb pPo3pobku ma enposadX)eHHs eekmueHux Memodie KpumMuU4YHO20
MUCIIEHHSI Ons 8USIBNIEHHS asmeHmu4yHocmi media ma Ho8uH. [JocnidxeHHs nposodumbscs w000
06i3HaHOCMI NPO CyyacHUl cmaH 3acmocyg8aHHs mexHonoeii dingbelikie ma 8uKOpPUCMaHHSA WMYy4YHO20
IHmenekmy 05151 CM8OPEHHS CUHMEMUYHO 8i0MeopeH020 abo Mod uhikogaH020 8i3yanbHO20 KOHMEHMY.
Posansdatombcs | 8usesombCa OCHOBHI achekmu ma MOX/ugi Hacnioku eukopucmaHHs dingbelkig 8
Pi3HUX cghepax xumms. B ocHogy docrnidxeHHs noknadeHo i0er sugyeHHs aeuwa "dingbelikig" 3 moyku
30py iXHb020 8N/uUBYy Ha Cy4acHe iHghopmauiliHe cepedosulie ma MoXusicmb ynposadxeHHs 3axodie dns
3anobicaHHA MOXIUBUM He2amueHUM Hacriokam iXHb020 8UKOpUCMaHHA. 3HayHa yeaea npudinsembcs
gaxrugocmi mediaepaMomHocmi, 2pomMadCbKoi oceideHOCmi ma 3ycurb 3 nepesipku ghakmie 05151 npomuoii
BUKITUKaM, SIKi CMeOpIe CUuHmMemuyHut mediakoHmeHm. Pesynbmamu O00CHiOXEHHS 8UOKPEMITOHMb
dincpeliku sk nomeHyiliHy 3aepo3y 008ipi 00 8i3yanbHO20 Ma C/yx08020 CNPUUHAMMS, niOKpec YU
HeobXxiOHicmb cnifbHUX 3ycunb Ond NIOBUWEHHS pigHS UUGPOBOT 2paMOmMHOCMi ma PO3PI3HEHHS
npasdusux gi0 nidpobHUX Mamepiasnie 8 enoxy, W0 xapakmepusyembcs yugposoto desiHghopmauiero ma
iHgbopmauitHow 6iliHow. Pe3dynbmamu 00CniOKeHHA NIOKPecIooms akmyanbHicms npobnemu, w0
yocobie cuHmemu4Ho sidmeopeHuli abo moducpikogaHul MediakoHmeHm, ma ChoHyKaromb 00 Hez2alHuX
0ili 05151 BUPIWEHHSA UYb020 NUMAHHS.

Knroyosi cnoea: dinghelik mexHonozis, wmyyHull iHmenekm, 2eHepamueHi 0bpa3su, desiHghopmays,
mediaegpaMomHicmb, KpUMU4YHe MucneHHs, didxumanizayis, iHgpopmauiliHa eiliHa, epomadcbka cgidomicme,
CUHMeMmUuYHUU MediaKoHmeHm.
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